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Abstract 

The paper presents methodological assumptions regarding the logistic regression model and an example of using this 
research method to evaluate financial decisions taken by households. The aim of the study was to identify and evaluate 
socio-economic factors determining the debt of households in Central Pomerania using a logistic regression model. 
The source of data was the results of a survey conducted among 1,000 households of Central Pomerania (Poland). The 
obtained results prove that the following factors related to the socio-economic characteristics of households: economic 
education of the head of the household, developmental phase of the household, socio-economic type of the household 
had a statistically significant positive impact on the likelihood of Central Pomeranian households using external 
sources of financing: household income and household income. These factors increase the likelihood of households 
using external sources of financing. In turn, a statistically significant negative impact on the analyzed phenomenon 
had the household income diversification and the age of the household head. 
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1. Introduction 

The household, being the basic economic unit, each day undertakes a number of actions and decisions striving to 
meet the common and individual needs of its members. Among the financial decisions of households there are those 
that relate to the use of external sources of financing - credit decisions [6]. Household debt is one of the research 
aspects undertaken in the area of household financial decisions. In recent years, an increase in interest in this issue has 
been observed, especially in view of the observed effects of the global financial crisis on households [12][22]. The 
popularity of this research issue is indicated by numerous scientific papers that focus primarily on such issues as: (1) 
the level of household debt [2] [5] [11] [13] [14] [21] [25] [28]; (2) differentiation of debt among households 
depending on their socio-demographic characteristics [9] [13] [14] [21]; (3) forms, motives and goals of households' 
incurring obligations [13] [33]. One of the research areas are also factors determining household debt. The results of 
previous research in this area prove that the following factors relating to the socio-economic characteristics of the 
household, such as income, age of the head of the household, sex of the head of the household, education of the head 
of the household may have an impact on the households s indebtedness , household development phase, size and 
composition of the household, location of the household and socioeconomic type of the household [1] [7] [8] [11] [18] 
[19] [22] [31] [32]. This work is part of the research on household debt determinants. 

The aim of the research is to identify and assess the socio-economic factors determining the debt of households in 
Central Pomerania using a logistic regression model. 

2. Method 

Logistic regression (also known as logit regression or logit model) is a widely used multidimensional method for 
modeling dichotomous results (see e.g. [4] [17] [24] [34]). It is suitable for models covering decision-making issues, 
which is why it is often used in statistical analyzes appearing in the economics and finance literature. The regression 
model serves two purposes: (1) it can predict the result variable for new values of predictive variables, and (2) it can 
help answer questions about the studied phenomenon, because the coefficient of each predictive variable clearly 
describes the relative contribution of this variable to the result variable, automatically controlling the influence of 
other predictive variables [3]. The logistic regression model allows to examine the influence of many independent 
variables 𝑋𝑋1 ,… ,𝑋𝑋𝑘𝑘the dependent variable Y. The variable Y takes only two values and is dichotomous. These values 
are coded as 1 and 0. A value of the variable Y equal to 1 means that a desired event occurs. Otherwise, when an 
adverse event occurs, this variable assumes a value of 0 [16]. The regression analysis process allows you to determine 
which factors matter most, which you can ignore, and how they affect each other. 

Logit regression uses a logistic function for the description, whose output values are in the range (0; 1) and which 
creates a curve in the formation of the letter S. Three stages of changing the value of the function can be distinguished: 
initially, up to a certain threshold, they practically do not change the probability, after reaching the threshold value 
the probability increases to one and stays at this level [29]. The analytical form of the logistic function used in logistic 
regression is defined by the equation [30]: 

 

Rz
ee

ezf zz

z


+
=

+
=

−
,

1
1

1
)(   (1) 

 
The logistic regression model for the dichotomous variable Y determines the conditional probability of adopting 

the distinguished value by this variable and is expressed by the following relationship [26]: 
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where: k ,...,, 10 are the model parameters, 𝑋𝑋1 ,… ,𝑋𝑋𝑘𝑘 independent variables that can be both qualitative and 
quantitative. 
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Logistic regression model coefficients are sought for by the method of maximum likelihood and by the generalized 
method of least squares. In practice, the most credibility method is most commonly used. The calculation algorithm 
of the maximum likelihood method is based on multiple estimation of all regression coefficients so as to maximize 
the probability of obtaining such results that were achieved in the studied sample [16]. There are two separate formulas 
for estimating the maximum likelihood ratio [20]. This is the unconditional method and the conditional method. 

Due to the non-linearity of the model relative to independent variables and parameters, the logistic model is 
transformed into a linear model. To this end, the concept of Odds Ratio is introduced, which is the ratio of the 
probability of occurrence of a specific event to the probability that this case will not occur, i.e. 
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The odds ratio expresses, therefore, how many times the probability that an event will occur increases or decreases if 
a unit change of the independent variable occurs (with determined values of other independent variables). This ratio 
is calculated as follows: 
 

𝑆𝑆(𝐴𝐴) = 𝑝𝑝(𝐴𝐴)
𝑝𝑝(𝑛𝑛𝑛𝑛𝑛𝑛) =  𝑝𝑝(𝐴𝐴)

1−𝑝𝑝(𝐴𝐴).          (4) 
 
The odds ratio refers to the situation when the occurrence of a given phenomenon is studied in two independent groups. 
It is expressed by the ratio of the chance of this phenomenon occurring in group 𝐴𝐴 or 𝑂𝑂(𝐴𝐴), to the chance of this 
phenomenon occurring in group 𝐵𝐵 or 𝑂𝑂(𝐵𝐵). The formula for the odds ratio is: 
 

𝑂𝑂𝑂𝑂 = 𝑂𝑂(𝐴𝐴)
𝑂𝑂(𝐵𝐵) =  𝑝𝑝(𝐴𝐴)

1−𝑝𝑝(𝐴𝐴) / 𝑝𝑝(𝐵𝐵)
1−𝑝𝑝(𝐵𝐵)         (5) 

 
where: 𝑝𝑝(𝐴𝐴)- probability of occurrence of the event (value of 1 dependent variable) in category 𝐴𝐴  (value of 1 
independent variable); 𝑝𝑝(𝐵𝐵) - probability of occurrence of the event (value of 1 dependent variable) in category 𝐵𝐵 of 
observation (value of 0 of independent variable). 
 
It is assumed that if: 

𝑂𝑂𝑂𝑂 > 1, then 𝑋𝑋 stimulates the event to occur. 𝑂𝑂𝑂𝑂 shows how much the probability of 1 in the dependent variable 
increases when the predictor value increases by one unit; 

𝑂𝑂𝑂𝑂 < 1, then 𝑋𝑋 destimulates the occurrence of the event. 𝑂𝑂𝑂𝑂 shows how much the probability of 1 in a dependent 
variable decreases when the predictor value increases by one unit; 

𝑂𝑂𝑂𝑂 = 1, then 𝑋𝑋 does not affect the occurrence of the event. 
 
In the odds ratio analysis, the confidence interval (CI) is determined for each predictor. This is a numerical range 

which, with a 1-α probability determined by the researcher and defined as the confidence level, will contain an 
unknown value of the estimated population parameter. 

 
After estimating the parameters of the logistic regression model, the theoretical values of the Y variable can be 

determined according to the standard forecast principle: 
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where: ip̂  theoretical probabilities obtained from a logistic regression model estimated on the basis 

of a random sample. 
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In a situation where the sample is unbalanced, i.e. in which the number of ones significantly differs from the 
number of zeros, a modification of the standard rule can be used to forecast theoretical values and the forecasts 
according to the principle of the optimal limit value α can be calculated: 
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The α limit is set as the share of ones in the sample. You can then assess the correctness of the estimated model by 
counting the correct and incorrectly classified cases (Table 1). 

 
Table 1. Case classification matrix 

Classification of objects based on the logit 
model 

Actual belonging of objects 
Sum 1=iy  0=iy  

1ˆ =iy  11n  12n  •1n  

0ˆ =iy  21n  22n  •2n  

Suma 1•n  2•n  n 

Source: own study based on [10]. 
 
To assess the degree of adjustment of the logistic regression model to empirical data, the R2 counting measure is 

used, which takes values from the range 0,1
 
defined as follows [26]: 

 

22211211

22112

nnnn
nnR count

+++
+

=  .                           (6) 

 
The closer one value of this measure, the better the logistic model will fit to the empirical data of the studied 

phenomenon. countR2 indicates the percentage of correctly classified cases. The model works well in forecasting the 
studied phenomenon when. This means that the classification based on the model is better than random. The quality 
of the built logistic regression model can also be assessed by other measures, e.g. 
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LnLR FM
Pseudo −=                                                                                                                                (7) 

 
where: FML - maximum of the likelihood function of the model with all variables, 0L - maximum of the likelihood 

function of the model containing only the free word. It takes values from the range )1,0 . Values close to 1 indicate a 
very good fit of the model, while values close to 0 indicate no match. Because the R2

Pseudo factor does not take the 
value 1 and is sensitive to the number of variables in the model, its correct value is determined: R2

Nagelkerke and           
R2

Cox-Snell. 
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The Hosmer-Lemeshow test [15], can be used to assess the quality of the built logistic regression model, which 

compares the observed number of occurrences in a given subgroup of objects with a distinct Og feature and the 
expected counts Eg of a distinguished value for different data subgroups. If Og and Eg are close enough, then it can be 
assumed that a well-fitted model was built. Usually the observations are divided into G subgroups for calculations, 
using e.g. deciles. The hypotheses in the test take the following form: 
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  gg EOH =:0  
for all categories, 

  gg EOH :1  
at least for one category. 

 
The value of the test statistics is determined as follows: 
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where:  gN
 
number of observations in group g, },...,1{ Gg . 

 
This statistic has an asymptotically distribution 2 with G-2 degrees of freedom. 
 

In addition, the ROC curve is used to assess the quality of the classification obtained by logistic regression. The 
ROC curve is a visual measure of the classifier performance. For logistic regression, the standard classification table 
is a 2 × 2 matrix that includes decision classes predicted by the model and actually observed [16]. Using the 
percentage of positive data points that are correctly considered positive and the percentage of negative data points that 
are incorrectly considered positive, graphics are generated that show the trade-off between the speed at which 
something can be correctly predicted and the speed of incorrect prediction. An important element of table analysis is 
determining the percentages of three parameters: accuracy (ACC), sensitivity and specificity. The first determines 
what percentage of observations are cases correctly classified positively or negatively by the model. The accuracy of 
the ability to classify models can be measured as the area under the curve (AUC). Sensitivity describes the ability to 
detect units having a distinguished state [23]: 
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However, specificity determines the percentage of cases correctly, but negatively classified by the model among all 
cases negatively observed [23]: 
 

specificity 
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The ROC curve is created by connecting points in a Cartesian coordinate system with coordinates (1-specificity, 
sensitivity). The resulting ROC curve, and in particular the area under it (AUC), illustrates the classification quality 
of the model. The area under the ROC curve takes values from the range  1,0 . The classification quality of the model 
is good when the area under the ROC curve is much larger than the area under the straight line yx = , therefore greater 
than 0.5. You can verify the hypothesis: 

 
5,0:0 =AUCH ; 
5,0:1 AUCH . 

 
Test statistics are used to verify these hypotheses: 
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where:  gN
 
number of observations in group g, },...,1{ Gg . 

 
This statistic has an asymptotically distribution 2 with G-2 degrees of freedom. 
 

In addition, the ROC curve is used to assess the quality of the classification obtained by logistic regression. The 
ROC curve is a visual measure of the classifier performance. For logistic regression, the standard classification table 
is a 2 × 2 matrix that includes decision classes predicted by the model and actually observed [16]. Using the 
percentage of positive data points that are correctly considered positive and the percentage of negative data points that 
are incorrectly considered positive, graphics are generated that show the trade-off between the speed at which 
something can be correctly predicted and the speed of incorrect prediction. An important element of table analysis is 
determining the percentages of three parameters: accuracy (ACC), sensitivity and specificity. The first determines 
what percentage of observations are cases correctly classified positively or negatively by the model. The accuracy of 
the ability to classify models can be measured as the area under the curve (AUC). Sensitivity describes the ability to 
detect units having a distinguished state [23]: 
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However, specificity determines the percentage of cases correctly, but negatively classified by the model among all 
cases negatively observed [23]: 
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The ROC curve is created by connecting points in a Cartesian coordinate system with coordinates (1-specificity, 
sensitivity). The resulting ROC curve, and in particular the area under it (AUC), illustrates the classification quality 
of the model. The area under the ROC curve takes values from the range  1,0 . The classification quality of the model 
is good when the area under the ROC curve is much larger than the area under the straight line yx = , therefore greater 
than 0.5. You can verify the hypothesis: 
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If the curve coincides with the yx =  diagonal, it means that the model is not involved in the analysis, because the 

classifications made by the model are as good as random decisions. The more the curve is closer to the left quadrant, 
the better results are achieved in the model. A high level of sensitivity (close to 1) means that the model correctly 
identifies cases, and a low value of 1-S proves that only a few negative cases are classified as positive. 

If, as the value of the diagnostic variable increases, the chances of occurrence of the studied phenomenon increase 
or decrease, the so-called optimal cut-off point, i.e. the predicted probability for which the dependent variable best 
divides the community into groups: in which the studied phenomenon occurs and does not occur. One way of 
determining the optimal cut-off point is the value of the diagnostic variable at which the expression: Sensitivity −m  
(Specificity − 1) reaches the minimum, where m - the slope of the tangent to the ROC curve [35]. 

3. Empirical results 

3.1. Data Sources 

The source of empirical data was the results of a survey conducted among 1,000 households of Central Pomerania 
in Poland. The study was conducted in the second quarter of 2019, using the direct survey technique. In the course of 
the research, the number of 746 correctly completed questionnaires was obtained (return rate of 74.6%). The scope of 
the study covered 2018. 

The dominant group of households were entities living in rural areas (46.2%), followed by households from cities 
with more than 50 thousand inhabitants (27.2%) and smaller towns (up to 50 thousand inhabitants - 26.5%). 
Considering the developmental phase of the household, it was found that the most numerous groups were marriages / 
partnerships with dependent children (47.1%). Half of the group were three-person households. Among the entities 
included in the analysis, those in which the head of the household was predominantly male (62.2%), the average age 
of the household head was 45 years. Almost 65% of the population were individuals in which the head of the household 
had at most secondary education. 27.9% of respondents declared higher education 

For 61.1% of respondents, the basic source of income was remuneration from employment. Next, the respondents 
indicated: income from non-agricultural business activity (14.5%), retirement and disability pensions (13.5%) and 
income from agricultural activity (9.5%). It was also found that 17.6% of the units included in the study had an average 
monthly net income per capita in the household not exceeding PLN 1,000. In the case of over 1/3 of respondents 
(36.6%), the amount of income category considered was higher than PLN 2,000 / person. 50.9% of the analyzed 
households were characterized by a steady increase in income in 2004-2018, while 61.4% of entities were 
characterized by a steady increase in expenditure in this period. On average, 1/3 of expenditure (34.5%) was allocated 
to the purchase of food and non-alcoholic beverages. Over half of the population (50.9%) diversified their sources of 
income. 

Among the surveyed household group of Central Pomerania, 34.3% of entities were indebted, allocating an average 
of 17.6% of income to repay liabilities. The debt structure of the entities surveyed was dominated by mortgage loans, 
which constituted on average 40.7% of all liabilities. On average, loans from institutions other than banks accounted 
for 5.1% of all liabilities, while loans from family / friends - 3%. 

 
3.2. Identification of factors affecting household debt - logistic regression model 
 
Logistic regression model was used to empirically verify the factors affecting the debt inclination of the surveyed 

households of Central Pomerania. Household debt (zero-one variable) was assumed as the dependent variable. In the 
case when the surveyed household was in debt in 2018, the variable takes the value 1 (256 cases), in the opposite case 
- the value 0 (490 cases). The explanatory variables were selected on the basis of literature studies. For the assessment 
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of the probability examined, 9 factors related to the socio-economic characteristics of Central Pomeranian households 
were adopted and the following 30 independent variables were assigned to them: (1) age: x1 - age of the household 
head [years]; (2) gender: x2 - household head gender [female = 1, male = 0]; (3) education: because the first of the 
variables considered referring to the level of household education has several variants, a reference group was 
distinguished (for variables x3-x6) - households with at most basic education; x3 - basic vocational [yes = 1, no = 0]; 
x4 - medium [yes = 1, no = 0]; x5- college [yes = 1, no = 0]; x6 - higher [yes = 1, no = 0]; x7 - economic education of 
the household head [yes = 1, no = 0]; (4) number and composition of the household: x8 - number of members of the 
household [persons]; x9 - share of dependent children [%]; (5) economic activity of household members: x10 - share 
of household members engaged in gainful employment in the total number of people in the household [%]; (6) 
household development phase: because the variable in question has several variants, a reference group has been 
identified - the farm of a lonely young person; x11 - young marriage / partnership without a child [yes = 1, no = 0]; x12 
- a lonely person with a dependent child / children [yes = 1, no = 0]; x13 - marriage / partnership with dependent 
children [yes = 1, no = 0]; x14 - marriage / partnership in middle or older age without dependent children [yes = 1, no 
= 0]; x15 - the management of a lonely elderly person [yes = 1, no = 0]; x16 - other than the development phase 
(including multi-generational households) [yes = 1, no = 0]; (7) socioeconomic type of household: because the 
variable in question has several variants, a reference group has been identified - the household of employees; x17 - 
farmers [yes = 1, no = 0]; x18 - self-employed [yes = 1, no = 0]; x19 - pensioners [yes = 1, no = 0]; x20 - other (including 
those living on social benefits) [yes = 1, no = 0]; (8) household location: because the variable in question has several 
variants, a reference group has been identified - a village household; x21 - city up to 50,000 residents [yes = 1, no = 
0]; x22 - a city of over 50,000 residents [yes = 1, no = 0]; (9) household income: since the first of the variables adopted 
for household income has several variants, a reference group has been separated (for variables x23-x25) - average 
monthly net income per person in a household up to PLN 1,000; x23 - from 1001 to 1500 PLN / person [yes = 1, no = 
0]; x24 - from 1501 to 2000 PLN / person [yes = 1, no = 0]; x25 - above PLN 2,000 / person [yes = 1, no = 0]; x26 - a 
steady increase in income since 2004 [yes = 1, no = 0]; x27 - diversification of sources of income in a household - 
more than one type of source of income [yes = 1, no = 0]; x28 - a steady increase in expenses since 2004 [yes = 1, no 
= 0]; x29 - share of expenditure on food and non-alcoholic beverages in household expenses [%]; x30 - have you ever 
encountered difficulties in accessing financial services or products [yes = 1, no = 0]. 

Using the backward elimination method, based on the Akaike information criterion (AIC), further predictors were 
eliminated from the output model and changes in the value of criteria used to assess the quality of the model were 
assessed. Finally, 13 independent variables, whose impact on the probability was not statistically significant, were 
eliminated. At each stage, an improvement in the value of the adopted fit measure (reduction in the AIC value) was 
observed. 17 predictors remained in the final model (Table 2). 

Table 2. Results of estimation of model parametres – final model 

Variable Variable 
parameter 

Standard 
error 

z Wald 
test 

Significance 
level 

Odds 
ratio 

x1 -0.047 0.011 -4.448 <0,001* 0.954 
x7 0.605 0.214 2.823 0.005* 1.832 
Household development phase 
x11 0.795 0.359 2.213 0.027** 2.214 
x12 1.543 0.570 2.705 0.007* 4.677 
x13 1.941 0.360 5.386 <0,001* 6.966 
x14 2.026 0.497 4.075 <0,001* 7.587 
x15 1.208 0.827 1.461 0.144 3.346 
x16 2.050 0.478 4.292 <0,001* 7.770 
Socio-economic type 
x17 0.603 0.289 2.084 0.037** 1.827 
x18 0.640 0.241 2.655 0.008* 1.897 
x19 -0.297 0.408 -0.729 0.466 0.743 
x20 -1.070 1.098 -0.975 0.330 0.343 
Household Income 
x23 0.002 0.277 0.006 0.995 1.002 
x24 0.516 0.287 1.797 0.072*** 1.675 
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x1 -0.047 0.011 -4.448 <0,001* 0.954 
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x25 0.593 0.273 2.172 0.030** 1.809 
x27 -0.295 0.179 -1.647 0.100*** 0.745 
x30 0.806 0.244 3.304 0.001* 2.239 
Intercept -0.735 0.475 -1.549 0.121 0.480 
AIC = 889,56 
Cox-Snell R2 = 0,132 
Nagelkerke R2 = 0,183 
count R2 = 0,705 
AUC = 0,716 
LR = 105,97 (df = 17; p = <0,001) 

* statistically significant variable at the significance level of 1% 
** statistically significant variable at the 5% significance level 
*** statistically significant variable at the significance level of 10% 
Source: own study. 
 
The estimated model of Central Pomeranian households’ susceptibility to debt is in the form of: 
 

Prob(Y=1) = Λ(-0.047x1 + 0.605x7 + 0.795x11 + 1.543x12 + 1.941x13 + 2.026x14 + 1.208x15 + 2.050x16 + 0.603x17 + 
0.640x18 – 0.297x19  – 1.070x20 + 0.002x23 + 0.516x24 + 0.593x25 – 0.295x27 + 0.806x30 – 0.735) 

where: Λ(x) = ex  
1+ex logistic distribution function 

   

 
Fig. 1. Odds ratio plot 

Source: own study. 
 
Table 3. Matrix of case classification model of Central Pomeranian households’ susceptibility to indebtedness 

Classification of objects based on the logit 
model 

Real belonging of objects 
Sum 1=iy  0=iy  

1ˆ =iy  154 136 290 

0ˆ =iy  102 354 456 
Sum 256 490 746 

Source: own study. 
 
70.5% of cases were correctly classified based on the model (countR2 = 0.705). The quality assessment of the 
constructed model was carried out based on the Cox-Snell R2 coefficient (0.132), R2 Nagelkerk (0.183) and using the 
ROC curve (Fig. 2). 
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Fig. 2. ROC curve for the model of the tendency to indebtedness of households in Central Pomerania 

Source: own study. 
 

The area under the ROC curve (AUC) is 0.716. Since a field greater than 0.5 was obtained, this indicates good 
quality of the constructed model. The value of LR-statistics is 105.97 (p = <0.001), the critical value of this statistics 
for 17 degrees of freedom is 33.41. 

The results of the study prove that the following factors related to the socioeconomic characteristics of households 
had a statistically significant positive impact on the studied probability: economic education of the household head 
(x7), household development phase (x12, x13, x14, x16), social type -economic household (x17, x18) and household income 
(x24, x25, x27, x30). In turn, a statistically significant negative impact on the household debt inclination of Central 
Pomerania had a diversification of income by a household (x27) age of the household head (x1). 

The chance of using external sources of financing by a household is by 83.2% higher in a situation where the head 
of the household has economic education, in relation to households in which the relationship (ceteris paribus) has not 
been reported. It was also found that the probability among the entities from Central Pomerania had an impact on the 
development phase in which the household is located (a lonely person at a young age was set as the reference group). 
With the development of the household and the transition to the next phase (ceteris paribus), the likelihood of using 
external sources of financing increases. This is due to, inter alia, the emergence of new household needs (e.g. purchase 
of a house / flat, increase in expenses due to the appearance of children) and the search for sources of financing 
expenses related to satisfying these needs. The study also proved that the impact on debt propensity of the surveyed 
entities from Central Pomerania has a socio-economic type of household. The chance to use external sources of 
financing is 89.7% higher in the case of households for which the main source of income is farm income (ceteris 
paribus) and by 82.7 % higher if the basic source of household income comes from business activity (ceteris paribus) 
than in households for which the basic source of income is income from paid employment. This may result, among 
others from the use of loans for investment purposes related to the business activity, including agricultural activity. It 
was also noted that the chance to use external sources of financing is 124% higher in households that encountered 
difficulties in accessing financial products or services (ceteris paribus) at least once, in relation to entities that did not 
experience this phenomenon. It was also observed that in the case of entities that diversify their sources of income, 
the chance for the occurrence of the analyzed probability is 25.5% lower than in the case of households in which the 
indicated characteristic (ceteris paribus) was not recorded. The results also prove that with age household heads, the 
tendency to indebtedness decreases, which is consistent with the assumptions of the life cycle hypothesis [Modigliani 
2005]. 

4. Conclusion 

The paper presents methodological assumptions regarding the logistic regression model and an example of using 
this research method to evaluate financial decisions taken by households. The results of the study presented in the 
empirical part of the study prove that the following factors related to the socio-economic characteristics of households 
had a statistically significant positive impact on the likelihood of Central Pomeranian households having: head 
household economic education (x7), developmental phase household (x12, x13, x14, x16), socioeconomic type of 
household (x17, x18) and household income (x24, x25, x27, x30). These factors increase the likelihood of households using 
external sources of financing. In turn, a statistically significant negative impact on the analyzed phenomenon had a 
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household income diversification (x27) and household head age (x1). The results obtained for the households of Central 
Pomerania confirm the results of research so far presented in the literature on the factors determining the likelihood 
of using external sources of financing (primarily loans) by households. 

The use of the logistic regression model enabled the identification and assessment of factors determining the 
tendency to indebtedness of Central Pomeranian households. 
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Fig. 2. ROC curve for the model of the tendency to indebtedness of households in Central Pomerania 

Source: own study. 
 

The area under the ROC curve (AUC) is 0.716. Since a field greater than 0.5 was obtained, this indicates good 
quality of the constructed model. The value of LR-statistics is 105.97 (p = <0.001), the critical value of this statistics 
for 17 degrees of freedom is 33.41. 

The results of the study prove that the following factors related to the socioeconomic characteristics of households 
had a statistically significant positive impact on the studied probability: economic education of the household head 
(x7), household development phase (x12, x13, x14, x16), social type -economic household (x17, x18) and household income 
(x24, x25, x27, x30). In turn, a statistically significant negative impact on the household debt inclination of Central 
Pomerania had a diversification of income by a household (x27) age of the household head (x1). 

The chance of using external sources of financing by a household is by 83.2% higher in a situation where the head 
of the household has economic education, in relation to households in which the relationship (ceteris paribus) has not 
been reported. It was also found that the probability among the entities from Central Pomerania had an impact on the 
development phase in which the household is located (a lonely person at a young age was set as the reference group). 
With the development of the household and the transition to the next phase (ceteris paribus), the likelihood of using 
external sources of financing increases. This is due to, inter alia, the emergence of new household needs (e.g. purchase 
of a house / flat, increase in expenses due to the appearance of children) and the search for sources of financing 
expenses related to satisfying these needs. The study also proved that the impact on debt propensity of the surveyed 
entities from Central Pomerania has a socio-economic type of household. The chance to use external sources of 
financing is 89.7% higher in the case of households for which the main source of income is farm income (ceteris 
paribus) and by 82.7 % higher if the basic source of household income comes from business activity (ceteris paribus) 
than in households for which the basic source of income is income from paid employment. This may result, among 
others from the use of loans for investment purposes related to the business activity, including agricultural activity. It 
was also noted that the chance to use external sources of financing is 124% higher in households that encountered 
difficulties in accessing financial products or services (ceteris paribus) at least once, in relation to entities that did not 
experience this phenomenon. It was also observed that in the case of entities that diversify their sources of income, 
the chance for the occurrence of the analyzed probability is 25.5% lower than in the case of households in which the 
indicated characteristic (ceteris paribus) was not recorded. The results also prove that with age household heads, the 
tendency to indebtedness decreases, which is consistent with the assumptions of the life cycle hypothesis [Modigliani 
2005]. 

4. Conclusion 

The paper presents methodological assumptions regarding the logistic regression model and an example of using 
this research method to evaluate financial decisions taken by households. The results of the study presented in the 
empirical part of the study prove that the following factors related to the socio-economic characteristics of households 
had a statistically significant positive impact on the likelihood of Central Pomeranian households having: head 
household economic education (x7), developmental phase household (x12, x13, x14, x16), socioeconomic type of 
household (x17, x18) and household income (x24, x25, x27, x30). These factors increase the likelihood of households using 
external sources of financing. In turn, a statistically significant negative impact on the analyzed phenomenon had a 
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household income diversification (x27) and household head age (x1). The results obtained for the households of Central 
Pomerania confirm the results of research so far presented in the literature on the factors determining the likelihood 
of using external sources of financing (primarily loans) by households. 

The use of the logistic regression model enabled the identification and assessment of factors determining the 
tendency to indebtedness of Central Pomeranian households. 
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